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Abstract  Coprime arrays have recently become a popular
trend in estimating the direction of arrival in array signal pro-
cessing, as they increase the degree of freedom (DOF). Coprime
arrays utilize a couple of uniform linear subarrays to create
a difference co-array with specific preferable features. In this
paper, three proposed structures are considered that depend on
the shifting of one of the two uniform linear arrays. The pro-
posed configurations reveal a sequence of lags obtained by filling
the holes of the co-array, which span the aperture array. The
displacement value depends on the value of the pair of data in
the array. The resulting virtual array achieved by means of the
proposed methods may generate DOFs MN + 1, MN + N + 1,
and MN + 2N – 2, respectively. The performance of the proposed
configurations is evaluated by experimental simulations aiming
to demonstrate the effectiveness of the array’s design.
Keywords  coprime array, difference co-array, direction of arrival
estimation, hole-free array

1. Introduction

Direction of arrival estimation (DOA) is an important topic
in array signal processing due to its numerous applications
in sonar, wireless communication, radar and navigation [1]–
[4] systems. Previously, high-resolution algorithms, such as
MUSIC, ESPIRIT, and Root-MUSIC have been proposed to
solve the problem of estimating signal direction [5], [6].
These methods are capable of detecting sources with N − 1
on a uniform linear array with N elements. However, these
methods require a large signal-to-noise ratio and numerous
snapshots to keep operating properly. In most real cases, the
number of snapshots is limited by the operational parameters
and physical restrictions that impede efficient DOA estimation
[7].
Being able to detect a number of sources that is higher than the
number of elements, i.e. increasing the degrees-of-freedom
DOFs, has become an interesting topic of research. To cope
with this issue, a sparse array structure formed based on a co-
array is according to [8], [9], a prospective method capable of
increasing DOFs. It attains DOA estimation by locating the
sparsest exhibition of the data. A sparse array is composed of
two uniform linear subarrays (ULAs).
Distinct sparse arrays, such as the minimum redundancy
array (MRA) [10], have been developed to achieve higher
DOFs using a limited number of elements. MRA is a sparse
array having a maximum number of virtual elements with no

holes for the difference co-array, but it lacks general model
expression. The DOFs for a certain number of elements cannot
be achieved exactly. A nested array [11] may be designed
by nesting two ULAs in which the spacing may determine
O(N2) with N elements.
The concept of a co-prime array [12] has attracted the atten-
tion of researchers, since co-prime arrays sample the signal
sparsely with high resolution and lower cost [2]. The co-prime
concept resolves a number of sources that is higher than the
number of its elements. Coprime arrays use M + N − 1
elements to detect O(MN) sources. Despite a significant
number of innovative works relying on the coprime difference
co-array, coprime array still suffers from a drawback, as its
difference co-array does not provide continuous lags. It has
holes that considerably decrease the number of obtainable
DOFs.
Several works have focused on proposals to deal with the
hole problem. [13] is a good example, where an approach to
a coprime array with an extension of one subarray has been
proposed. It requires 2M+N−1 elements to resolveO(MN)
DOFs. The consecutive lags of the difference co-array range
are extended with more elements.
The authors of [14] proposed two generalized coprime ar-
ray configurations with compressed interelement spacing
(CACIS) and displaced subarrays (CADiS). For the CACIS
configuration, the distance of the elements in the N -subarray
is compressed by a compression factor (CF) to keep the mini-
mum distance between the elements, which results in elements
overlapping in the self and cross-lag differences. In the CADiS
configuration, the N subarray is shifted by a predefined dis-
tance to increase the minimum distance between the subarrays
in order to expand the aperture size and increase the number
of unique lags [14], [15].
However, it breaks the DCA into segments, and critical holes
are created that disturb the contiguous lags, which degrades
the performance of DOA estimation methods that rely on
spatial smoothing.
In article [16], the authors presented extensive research on
identifying the location of holes in DCA and proposed two
array structures, i.e. the k-times extended coprime array
(kECA) and a complementary coprime array (CCA) to fill the
holes. In the kECA structure, theM -subarray elements are
increased to kM elements to extend the contiguous lags. For
the CCA structure, additional elements equal toM − 1 are
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added to fill the holes. The main drawback of the development
of these arrays is the extra cost borne due to the presence of
additional physical elements.

Furthermore, mutual coupling is affected by the extra element
pairs with a small distance present in the kECA structure,
and the close element distribution with the distance of half
a wavelength in the CCA structure. The authors of [17]
proposed a coprime array with suppressed and displaced
subarrays (CASDiS) as well as nested displaced coprime
subarrays (NesDCoP). For the CASDiS array configuration,
the N -subarray is compressed to modify the interelement
spacing of the subarray; then, it is shifted byM +MN . For
the NesDCoP array configuration, the N -subarray is rotated
to the negative axis by 180°, compressed byM/CF and then
shifted by N + 1 to provide hole-free lags.

Article [18] describes a hole-free coprime array (HFCA)
developed based on the known number of total elements, in
which a maximum number of uDOFs can be achieved by
computing the optimal value ofM and N .

The problem of holes in coprime arrays may be avoided
by redesigning their geometry. In [19], [20] a hole-free ar-
ray structure is proposed by rearranging the position of the
elements in one of the subarrays. The goal is achieved by de-
signing a nested array, with its essentiality property being
then analyzed to enhance the array’s configuration and extend
the aperture array size.

The arrangement of a sparse array in a field affords an ade-
quate but productive manner to plan coprime arrays in order
to achieve more lags. Afterwards, only contiguous lags are
excluded by means of DOA spatial smoothing estimation
techniques, by applying interpolation techniques handling
all the lags, or by using sparse array motion. Different co-
prime configurations, such as generalized coprime and spatial
smoothing-MUSIC, have been used in the design process to
improve contiguous lags that result in high DOFs.

In this paper, a new array geometry configuration is proposed
to improve the available unique lags. A particular emphasis is
placed on contiguous lags, and the methods provides a hole-
free difference co-array. Thus, spatial efficiency and uniform
DOA parameters are exceeded. The array exploits the shifting
effects of one coprime array to extend the number of contigu-
ous lags, thus resulting in high DOF. This configuration has
resulted in generating hole-free lags.

The paper is structured as follows. Section 2 introduces the
fundamental array signal model of coprime arrays, based
on difference co-arrays. In Section 3, the proposed array
geometry design is presented. The results and conclusions
are provided in Sections 4 and 5, respectively.

In this paper, we use upper-case bold characters to repre-
sent matrices and lower-case bold characters for vectors. [·]T ,
[·]∗ and [·]H stand for transpose, the conjugate and conju-
gate transpose of a vector or matrix, respectively.Diag(·) and
vec(·) mean a diagonal matrix and the vectorization opera-
tor. E{·} represents the expectation operator. IK indicates
a identity matrix with the size ofK ×K.
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Fig. 1. Configuration of conventional coprime array.

2. Signal Model
The coprime array configuration consists of two ULAs, as
illustrated in Fig. 1. N andM are a coprime integer number,
such that N > m and GCD(M,N) = 1, where GCD is
the largest common divisor, and the two CAs are aligned in
a collinear manner. It depends on the concept of the co-array,
which refers to the set of points at which the spatial correlation
function can be estimated with that array.
The co-array concept has been used in planar design and in
estimating the spectrum of multidimensional applications.
It may be defined as a set of vectors spacing between points
in the elements of given apertures. The vector set is the
difference set between the elements or the sum set between
array elements of the grid [21]– [23]. The first subarray
consists of N sensors with nMd spacing and the second
subarray consists of m sensors with mNd spacing. The
first element is shared by the two subarrays as a reference
element. The total number of sensors that comprise the array
isM +N − 1.
The elements are positioned at the following locations.

P = {nMd, 0 ¬ n ¬ N−1}∪{mNd, 0 ¬ m ¬M−1} . (1)

P is a vector that indicates the position of the elements
comprising the array = [p1, . . . , pk]T , where pi ∈ P, for
i = 1, . . . ,K.
Considering that D uncorrelated, narrowband, and far-field
source signals with power [σ21 , σ22 , . . . , σ2D], strike the array
from angles θ = [θ1, θ2, . . . , θD], the signal received in the
array will be declared as:

x(t) =
D∑
i

a(θd)S(t) + n(t)

= As(t) + n(t) ∈ C(M+N−1)×D ,

(2)

where A is the steering matrix of the style:

A =
[
a(θ1), a(θ2), . . . , a(θd)

]
∈ C(M+N−1)×D

=
[
1, ej

2πp2
λ
sin(θd), . . . , ej

2πpk
λ
sin(θd)

]
,

(3)

s(t) is the signal vector:

s(t) =
[
s1(t), s2(t), . . . , sD(t)

]
∈ CD×K , (4)

and n(t) is the noise vector:

n(t) =
[
n1(t), n2(t), . . . , nN+M−1(t)

]
. (5)

The noise is considered independent and distributed randomly
with a Gaussian distribution and zero mean invariance. The
correlation matrix of the data vector x(t) is collected as:

Rxx = E
[
x(t)xH(t)

]
= ARSSA

H = σ2nIM+N−1 , (6)
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Fig. 2. Hole-free coprime array (FH-CA) configurations for models:
a) HF-CA1, b) HF-CA2, and c) HF-CA3.

where Rss ∈ CD×D is the source signal covariance matrix
and may be expressed as:

Rss = diag
(
[σ21 , σ

2
2 , . . . , σ

2
D]
)
,∈ CD×D. (7)

Rnn = σ2nIM+N−1 ∈ C(M+N−1)×(M+N−1) is the noise
covariance matrix. The covariance matrix is estimated using
a limited number of snapshots.

3. Proposed Array Configurations
Three hole-free coprime array (HF-CA) configurations based
on PCA on a fixed platform are proposed, as shown in Fig. 2.
The first configuration of the HF-CA1 array is illustrated in
Fig. 2a. The first subarray consists ofM number of elements,
while the second subarray consists of N elements. The first
subarray elements are positioned at:

P1 =
{
0, N, . . . , (M − 1)N

}
d . (8)

The second subarray is displaced based on the position of the
last sensor in the array, which is (M − 1)N , and is set as the
first sensor location in the new array configuration. The final
subarray configuration of the second subarray is as follows:

P2 =
{
(M − 1)N + n

}
d, where 0 ¬ n ¬ N . (9)

The reference element is located at (M−1)N , which is shared
by the two subarrays, and the total number of the sensor array
isM +N . The final array geometry for the HF-CA1 array is
expressed as:

PHF−CA1 = P1 ∪ Ṕ2
=
{
0, N, . . . , (M − 1)N

}
d ∪
{
(M − 1)N + n

}
d ,

(10)

where n = 0, 1, . . . , N , the first sensor is located at zero
point, and the last sensor is positioned atMN .
DCA(D) of the HF-CA1 array can be illustrated as follows:

PHF−CA1 =
{
(P1 − Ṕ2) ∪ (P1 − Ṕ1) ∪ (P2 − Ṕ2)

}
= D12 ∪ D11 ∪ D22 ,

(11)

where:

D12 =
{
(mNd−(M−1)Nd+nd), 0 ¬ m ¬M−1, 1 ¬ n ¬ N

}
,

(12)

D11 =
{
mNd, 0 ¬ m ¬M − 1

}
, (13)

D22 =
{(
(M−1)Nd+nd)−

(
(M−1)Nd+nd)

)
, 1 ¬ n ¬ N

}
.

(14)
The resulting virtual HF-CA1 array will be a hole-free solu-
tion that can be implemented to anyM,N pairs. The proper-
ties of HF-CA1 can be summarized as follows:
• It contains contiguous lags ranging from −MN toMN ,

which means that the number of uDOF is 2MN + 1,
• The number of unique lags is 2MN + 1, which is equal to

uDOFs, since it is a hole-free array.
To determine the element that has no impact on the DCA, the
following relations are considered:

D12 ∩ D22 = n, 1 ¬ n ¬ N − 1 , (15)

D12 ∩ D11 = mN, 1 ¬ m ¬M − 1 . (16)

From Eq. (15), and considering the relation D12 ∩ D22 ̸∈
P1, Ṕ2, meaning n ̸∈ P1, Ṕ2, it is easy to observe that the
difference of intersection of the self-lags of the difference
and cross-lags difference does not represent the position of
any element in the actual elements of the matrix. Therefore,
it cannot be considered for determining the non-essential
element in the array configuration.
From Eq. (16), one may see that the intersecting elements
are part of the actual array (M -subarray) that needs to be
considered. To determine which element does not contribute
to the DCA, the following preposition is presented.
Let

D3 = {Ṕ2 −mNd, 1 ¬ m ¬M − 1}
= (M − 1)Nd+ nd−mNd, for m =M − 1,

D3 = (M − 1)N + n− (M − 1)N = n .

It has been shown in the previous relation in Eq. (16) that
n ̸∈ P1, Ṕ2, so the element at position (M − 1)N does not
affect the resulting virtual array. Form ¬M −1,D3 ̸= n, so
removing any elements from that set may result in a virtual
array with holes.
To create an example illustrating the essential importance of
the position of elements,M and N are set to 5 and 6, respec-
tively. According to Eqs. (1)–(3), the elements are positioned
at P = {0, 6, 12, 18, 24}d∪{25, 26, 27, 28, 29, 30}d. Figure
3a shows the configuration of the HF-CA1 array and its dif-
ference co-array, where the DCA is a hole-free array, while
Fig. 3b-e shows the arrays and their DCAs when one element
is removed.
One may notice that the DCA presented in Fig. 3e is similar
to the one from Fig. 3a. Therefore, the element at position
(M − 1)N = 24 is not an essential element and does not
affect DCA.
After removing the non-essential element from the array
configuration, the DCA(D) can be expressed in the following
manner:

D́ = D́12 ∪ D́11 ∪ D22 , (17)
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Fig. 3. HF-CA1 configuration and its DCA a), essentiality testing
after removing an element fromM -subarray at 6 b), 12 c), 18 d),
and 24 e), respectively.

where:

D́12 =
{
(mNd− (M − 1)Nd+ nd),

0 ¬ m ¬M − 2, 1 ¬ n ¬ N
}

D11 =
{
mNd, 0 ¬ m ¬M − 2

}
.

(18)

The configuration of the HF-CA2 array depends on identi-
fying the non-essential element in the HF-CA1 array. The
HF-CA2 array is illustrated in Fig. 2b. In this configuration,
the nonessential element at position (M − 1)Nd is moved to
the −Nd location. To justify the new location of the moved
elements, the following consideration is presented.
Let us δ = min(Ṕ2) − max(Ṕ2). The reason for selecting
Ṕ2 is that its self-difference provides a consecutive number
with the unit distance between the elements. Regarding the
relation given in Eq. (17), the new position of the element
may be obtained as follows:

δ =
{
(M −1)N +min(n)

}
−
{
(M −1)N +max(n)

}
= −N .

(19)

The location of the elements in HF-CA2 can be expressed as
follows:

PHF−CA2 = P1 ∪ Ṕ2 ∪ P3 , (20)

where:
P1 =
{
mNd, 0 ¬ m ¬ (M − 1)N

}
, (21)

Ṕ2 =
{
(M − 1)N + n

}
d , (22)

P3 = −Nd . (23)

This configuration will reduce the redundancy rate and in-
crease the number of uDOFs. The properties of the HF-CA2
array can be summarized as follows:
• it contains contiguous lags ranging from MN − N to
MN +N , which means the number of uDOFs is 2MN +
2N + 1. The number of uDOFs in the HF-CA2 array is
increased by N .

–30

–35

–35

–40

–40

–30

–30

–25

–25

–20

–20

–15

–15

–10

–10

–5

–5

0

0

5

5

10

10

15

15

20

20

25

25

30

30

35

35

40

40

–25 –20 –15 –10 –5 0 5 10 15 20 25 30

DCA PHF–CA1 PHF–CA2 PHF–CA3

a)

b)

c)

Fig. 4. Example of the HF-CA configuration when M = 4 and
N = 7 for: a) HF-CA1, b) HF-CA2, and c) HF-CA3.

• the number of unique lags is 2MN + 2N + 1, since it is
a hole-free array, the number of unique lags is equal to the
number of uDOFs.

To achieve more DOFs with particularly contiguous lags, the
HF-CA3 configuration is proposed by rotating the dense N-
subarray by 180° along the negative side, then the last element
in the N -subarray is relocated to theMN − 1 position, as
demonstrated in Fig. 2c. The following relation expresses the
position of elements in HF-CA3:

PHF−CA3 = P1 ∪ P2 ∪ P3 , (24)

where:

P1 =
{
mNd, 0  m  (M − 1)N

}
, (25)

P2 =
{
− (N : 2N − 2)

}
d , (26)

P3 = (MN − 1)d . (27)

The idea behind the HF-CA3 configuration is presented below.
The subarrays with the location set:
P1 and P2 = {−(N : 2N−1)}d, i.e. the rotatedN -subarray,
form a hole-free virtual array ranging from−MN−N+1 to
MN +N − 1 which is less than the HF-CA2 configuration.
If the last element in P2 is removed, the DCA will have holes
located at positions (mN +N − 1)d, 0 ¬ m ¬M − 1. To
fill the holes and extend the DCA, the removed element is
positioned at (MN − 1)d, which represents the location of
the last element in the hole set.
The properties of the HF-CA3 array can be summarized as
follows:
• It contains contiguous lags ranging from−MN − 2N +3

to MN + 2N − 3, meaning the number of uDOFs is
2MN + 4N − 5. The number of uDOFs in the HF-CA3
array is increased by N − 3.
• The number of unique lags is 2MN + 4N − 5, since it is

a hole-free array, the number of unique lags is equal to the
number of uDOFs.

For illustration, an example is shown in Fig. 4 for the HF-
CA configuration with M = 4 and N = 7. This is the
deployment of the location of the actual elements and the
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Tab. 1. Comparison of the closed-form expression for HF-CA1, HF-CA2, and HF-CA3 array configurations with other array types.

Array type Aperture size Consecutive lags Total number of
elements

HF-CA1 MN + 1 2MN + 1 M +N

HF-CA2 MN +N + 1 2MN + 2N + 1 M +N

HF-CA3 MN + 2N − 2 2MN + 4N − 5 M +N

Ma-HFCA [18] 3M +N(K + 1−N − M2 )− 1 2N(K + 1−N − N2 ) + 6M − 1 K

CADSiS [17] 2MN +M 4MN + 1 2M +N

NesDCoP [17] 2MN +N 4MN + 2N + 1 2M +N

CCA [16] kMN −N 2kMN − 2N + 1 (k + 1)M +N − 2
k-times [16] kMN −N 2(k − 1)MN + 2M − 1 kM +N − 1

ECA [13] 2MN −N 2MN + 2M − 1 2M +N − 1

DCA of the three HF-CA configurations. One may notice
that all the HF-CA configurations are hole-free arrays. HF-
CA1 is capable of generating a ULA segment within the
[−28 : 0 : 28] range, while HF-CA2 and HF-CA3 may
generate ULA segments within the [−35 : 0 : 35] and
[−39 : 0 : 39] ranges, respectively. HF-CA3 can achieve
the largest uDOF with an extension to the array aperture size,
which makes it capable of identifying more sources.
Table 1 shows the comparison of the closed form expressions
of the lags generated by HF-CA1, HF-CA2, and HF-CA3 array
configurations, with different coprime array types, depending
on the array aperture size, contiguous lags and the total
number of elements.

4. Simulation Results

The proposed HF-CA designs were tested using Matlab to
verify the weight function, array robustness, spatial spectrum,
and RMSE. The weight functionw(m) of theM,N pair,m ∈
D is the number of elements pairs that have the same value
in the DCA indexm. The weight function w(m) of the ULA
havingM,N elements meets the following characteristics
[15]:

w(0) = (M,N),
∑
m∈D

w(m) = (M,N)2, w(m) = w(−m) .

(28)
The weight function gives an indication of the element allo-
cation in an array. The weight functions w(m) show different
distributions of the virtual array elements. A smaller weight
function means that there are fewer pairs with one partition
that is who getting a sparse array structure. As the weight
function is minimized, the root means square error (RMSE)
is decreased as well [24].
Figure 5 illustrates the weight function, worked out according
to Eq. (28), of the proposed array designs with different array
types, such as PCA, ECA, CACIS, CADiS, k-times ECA,
CCA, CASDiS, NesDCoP, and Ma-HFCA with 9 elements. In
the figure, the blue dots represent the positions of the physical

elements, while the red dots represent the virtual lags and the
red crosses represent the locations of holes. One may notice
that PCA, ECA, k-times ECA, CACIS, and CADiS cannot
provide a hole-free sparse array and the range for their ULA
segment is [−9 : 0 : 9], [−14 : 0 : 14], [−14 : 0 : 14], [−16 :
0 : 16], and [8 : 23,−8 : −23], respectively.
The remaining array structures provide a hole-free co-array
with an ULA segment. The consecutive sets are: [−15 : 0 :
15], [−20 : 0 : 20], [−25 : 0 : 25], [−23 : 0 : 23], [−20 : 0 :
20], [−25 : 0 : 25] and [−27 : 0 : 27] for CCA, CASDiS,
NesDCoP, Ma-HFCA, HF-CA1, HF-CA2, and HF-CA3,
respectively.
It can be seen that the proposed HF-CA3 outperforms its
rivals, as it has the highest number of consecutive lags com-
pared to other array types. Another remark regarding the ULA
segments for CASDiS, HF-CA1 and NesDCoP, HF-CA2 for 9
elements is that these array designs can have the same ranges
of consecutive lags. This is not always true for other numbers
of the elements, as can be seen from Tab. 2.
Considering the weight functions related to Eq. (28), as shown
in Fig. 5, w(1) for CADiS is zero, since there is no element
in the first position (there is a hole). w(1) = 2 for PCA, ECA,
k-times ECA and CASIC. w(1) = 3 for CCA, Ma-HFCA
and HF-CA3. w(1) = 4 for CADiS, NesDCoP and HF-CA2.
w(1) = 5 for CASDiS and HF-CA2, while w(2) = 2 for
PCA, ECA, k-times ECA, Ma-HFCA and HF-CA3.w(2) = 3
for NesDCoP and HF-CA2. w(2) = 4 for CADiS, CASDiS
and HF-CA1, and w(2) = 5 for CCA and CACIS.

4.1. Evaluation of Robustness

Various array structures are evaluated based on their resistance
to failure. In the exercise, the location of the antenna may lead
to some disturbance, including the antenna’s failure in some
radical situations. Several parameters are used to evaluate
robustness, including spatial efficiency and redundancy rate.
Spatial efficiency is the ratio between the number of contigu-
ous lags and the length of the virtual array aperture for the
positive side in a sparse array [25].
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Tab. 2. Comparison of different array types against aperture, number of DOFs, and operational robustness.

Array type M,N pairs Number of
elements

Array
aperture

Number of
uDOFs

Spatial
efficiency

Redundancy
rate

ECA [13] (3, 4) 9 20 29 69.23% 56.79%
k-times [16] K = 2, (3, 4) 9 20 29 69.23% 56.79%

CCA [16] K = 2, (2, 5) 9 15 31 100% 66.12%
NA [9] (4, 5) 9 25 51 100% 39.50%

CACIS [14] (4, 5) 9 21 33 79.48% 54.32%
CADiS [14] (4, 5) 9 27 16 74.20% 44.44%

CASDiS [17] (2, 5) 9 19 39 100% 61.00%
NesDCoP [17] (2,5) 9 25 51 100% 37.04%
Ma-HFCA [18] (2, 3) 9 23 47 100% 42.00%

HF-CA1 (4, 5) 9 20 41 100% 49.40%
HF-CA2 (4, 5) 9 25 51 100% 37.04%
HF-CA3 (4, 5) 9 27 55 100% 32.10%
ECA [13] (3, 8) 13 40 53 64.55% 60.35%
k-times [16] (6, 7) 13 48 97 100% 42.60%

CCA [16] (5, 9) 13 40 53 79.48% 54.32%
NA [9] (6, 7) 13 50 30 60% 44.44%

CACIS [14] K = 3, (3, 4) 13 40 65 79.74% 56.80%
CADiS [14] K = 2, (3, 5) 13 25 51 100% 64.58%

CASDiS [17] (4, 5) 13 44 81 90.80% 49.70%
NesDCoP [17] (4, 5) 13 45 91 100% 41.42%
Ma-HFCA [18] (3, 5) 13 48 97 100% 42.60%

HF-CA1 (6, 7) 13 42 85 100% 49.70%
HF-CA2 (6, 7) 13 49 99 100% 41.42%
HF-CA3 (6, 7) 13 53 107 100% 36.68%

η =
Number of uDoFs
Array aperture size

. (29)

Spatial efficiency has an impact on signal determination and
estimation efficiency. Higher spatial efficiency of the coprime
virtual array structure may ensure high DOA estimation
performance, meaning fewer waste elements in the DCA.
Table 2 shows the spatial efficiency for five different types
of arrays. It can be noted that the proposed HF-CA array
configuration ensures 100% spatial efficiency, when compared
with the remaining types. The HF-CA array designs provide
contiguous lag with a hole-free array configuration, which is
equal to the unique lags.
The lagged redundancy rate is the measure of repeated spatial
lag for pairs of elements in an array. It can be defined as [16]:

rredun =
|P|2 − |D|
|P|2 (30)

where set P represents the positions of the physical array
elements and set D stands for DCA.

Although the redundancy rate can reverberate robustness to
some extent, it suffers from some constrictions. When redun-
dancy is limited to specific levels, high levels of robustness
cannot be obtained even though there is a high redundancy
rate. From Fig. 5, one may notice that the highest level of re-
dundancy is centered on the zeroth element position, and it
is equal to the number of the physical elements in the sparse
array structure. It can be noted that CADiS and the second
proposed array configuration have no positions without any
redundancy.
The DOA estimates of spatial spectrum of the proposed array
structures are shown in Fig. 6.
The array configuration is based onM = 4, N = 5, so the
total number of elements in the array is 9. The simulation
parameters are set to 10 dB, the number of snapshots is 500,
and the source angle is θi uniformly distributed within the
range −60◦, . . . , 60◦. For the HF-CA1 structure, the number
of sources is set toQ = 18. The design of the HF-CA1 matrix
can generate 41 DOFs within the [20 : 0 : 20] range. From
Fig. 6a, one may notice that the HF-CA1 array can estimate
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Fig. 6. Spatial spectrum estimation ({textSNR = 10 dB and snapshot = 500) for: a) HF-CA1 with Q = 18, b) HF-CA2 with Q = 23,
and HF-CA3 with Q = 25.

18 sources effectively. For the HF-CA2 structure, the number
of sources is set to Q = 23. The HF-CA2 array design can
generate 51 DOFs within the [−25 : 0 : 25] range. It can

resolve the 23 sources accurately, as shown in Fig. 6b. For
HF-CA3, the number of sources is set to Q = 25 and all
the sources can be resolved correctly as shown in Fig. 6c,
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D = 12 sources and b) SNR = 0 andD = 12 sources.

since HF-CA3 can generate a uniform segment within the
[−27 : 0 : 27] range and the number of DOFs is 55.

4.2. RMSE Evaluation

The root mean square error (RMSE) is one of the most
common metrics that is used to evaluate the accuracy of
DOA estimation. Calculations of the error between the true
and estimated DOA are given in [26]–[27]:

RMSE =

√√√√ 1
QMC

MC∑
i=1

Q∑
q=1

(θ̃q(i) − θq)2 , (31)

whereMC denotes the number of total Monte Carlo trials, Q
is the number of sources and θ̃q(i) are the true and estimated
DOA, respectively.
The RMSE vs. SNR ratio is shown in Fig. 7a. It can be seen
that HF-CA2 and HF-CA3 configurations outperform the
HF-CA1 array configuration, because there are more DOFs
used for DOA estimation. Figure 7b illustrates the RMSE
vs. snapshots ratio. HF-CA2 and HF-CA3 methods outper-
form the HF-CA1 configuration as the number of snapshots
increases.

5. Conclusions

In this paper, hole-free coprime array structures are proposed
with the positions of their elements being shifted and moved
from one location to another. These proposed methods can

achieve a higher number of contiguous lags and a hole-
free array structure, when compared with other structures.
The performance of the array structure was evaluated using
different robustness parameters, such as spatial efficiency
and redundancy rate, in addition to aperture size and number
of DOFs, and a comparison with other array structures was
performed. The results of simulations and numerical analyses
revealed the effectiveness of the proposed methods.
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